Computations in Riemannian Geometry and Geometric
Analysis

Steven Buchanan

These notes are intended as a practical reference when doing basic calculations in Riemannian
geometry. I hope they will be helpful to the reader who is familiar with the concepts of Riemannian
geometry but isn’t an expert when it comes to calculations; they may provide a useful supplement to
a more expository text on Riemannian geometry (I recommend, in addition to the standard texts, the
lecture notes of Ben Andrews, which can be found online, and the book by Andrews and Hopper).

Proofs are placed at the end of each section, and are numbered based on the right-hand side
numbering. The numbers on the right hand side are &l mostly links that go back and forth between
an equation and its proof (actually this doesn’t work at the moment). Because this is intended more
as a reference than as something to be read from start to finish, I’ve only made a little effort to keep
concepts in order of dependence.

This is a slow but steady work in progress, with still much to be done, possibly including some
major reorganization. Last updated: December 2, 2024

TODO: a section on Hodge theory. References: HRF 1.5

TODO: finish all TODOs

TODO: read Jost Ch. 2-3 and probably also the rest of the book

TODO: fix all links and make sure every equation has a proof

0 Notation and Conventions

I believe my sign convention for the curvature of a connection agrees with Chow, meaning that it
is the opposite of Andrews. (Lee?) My convention for the factor in front of the wedge product of
alternating tensors agrees with Andrews (and Lee?) and opposes Chow.

Throughout, unless otherwise stated, we will be considering a Riemannian n-manifold M =
(M™, g).

I(E) the set of sections of the bundle E over M
TE(M) the set of (k,£)-tensors; that is, sections of (T*M)®* @ (TM)®*
AT M the k-form bundle on M
QF(T* M) the set of sections of AT M, i.e. the set of k-forms on M; T'(A*T* M)

d Vol the volume form of a Riemannian manifold
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1 Basic notions

This section contains constructions that don’t depend on a Riemannian metric, but also contains
some Riemannian-metric based identities.

1.1 Vector fields

By construction (see any book on Riemannian geometry), a vector field X € TI'(T'M) satisfies the
Leibniz rule

X(f9) = fX(g9) +9X(f)
for f,g € C°°(M). From this it follows that

X(fY) =X(f)-Y + fX(Y), (1)
If feC®(M)andr: R — R,
X(rof)=(r'"o/)X(f) (2)

1.2 Differential forms

Given a vector space V', a (k,0)-tensor w € ®k V* is said to be alternating if it is antisymmetric
under interchange of any two of its arguments. The set of alternating (k,0)-tensors on V' is denoted
AFV*. In particular, we are interested in /\kT;M; the space of alternating (k,0)-tensors at p. Two
special cases are 0- and 1-tensors, which are functions and covectors respectively. These are trivially
alternating, so we have AT*M = C*°(M) and A\'T*M = T*M.

The wedge product of an alternating k-tensor and an alternating ¢-tensor is a (k + £)-tensor,
defined by

1
S/\T:M Z sgn(o)(S®T) oo,

cESkte

where the composition with ¢ denotes applying the permutation ¢ to the k + ¢ inputs to S ® T
There is another convention (used by Chow for example) for this that involves a different factor in
front. The wedge product satisfies the following properties, for forms w,n, u and ¢ € C*(M),:

(1) wAnmAp) =@An)Ap
(i) (aw) An=wA(cn) =clwAn)

(iii) If w,n € AFT, M, then
(WHNAp=wApu+nAp.

(iv) If w € A*T,M and n € A*T, M, then
nAw=(=1)*wAn.
The space A*T,M is in fact a vector space: given a basis {w'}? ; for Ty M, the set
{wr A AWE 0 < << <n}

is a basis for A*T,M. Thus A*T,M has dimension (}). Moreover, the set {A*T,M : p € M} of all
alternating k-tensors at points of M has a bundle structure. A k-form is a smooth section of the
bundle AFT*M. The set of all k-forms on M is denoted QF(M).



1.2.1 The volume form

If M is oriented, there is a unique n-form di = dug called the volume form, defined in local
coordinates by

dp = \/det(g;;)dz" A -+ A da™.
If {w'}? , is an oriented orthonormal coframe for T* M, then
dp=wr A Aw™ (3)
Despite the notation, the volume form dy is generally not the exterior derivative of some (n — 1)-form
L.
1.2.2 Exterior derivative
The exterior derivative is the unique linear operator d : QF (M) — QFF1(M) satisfying
(i) If f € Q°(M) = C>°(M), then df is the same as the differential of f.
(ii) If w € QF(M) and n € Q(M), then
d(w An) = (dw) A+ (=1)*w A dn.
(ii) d2 = 0.

Using these axioms, we can determine the following expression for d. Suppose we have coordinate
covector fields dz’. If we have the k-form w given by (7?7 sums are taken over increasing k-tuples)

w= E Wiy i dxt A A dxt
D] yeenslk

then (I think this sum is just taken over all tuples).

OWiir , ,

dw = — Lk drt Ada"t A N dat. 4
zzlzzk ozt W

Strictly speaking, there is still some more work to be done to make sure everything works here, even

though it seems like we have a nice expression for d. One needs to show that this doesn’t depend on

the coordinates, and justify the claim that this operator is unique. For arguments of these facts, see

Ben Andrews’s lecture notes on differential geometry, or one of many other books on geometry.

If w is a 1-form, we have the following useful expression

dw(X,Y) = Xw(Y) — Yw(X) — w([X,Y]). (5)

test 1
The previous expression generalizes: if w is a k-form, the exterior derivative satisfies (here the
hat notation means we are removing an argument)



According to some conventions for the wedge product, this expression may differ by a factor of
k—}H (e.g. in [2]). This expression can also be used to define the exterior derivative in a way that is
explicitly independent of coordinates.

1.2.3 Interior product

The interior product is, for each X € T),M, a linear map ¢x: NF oM — /\k’lT;M. Ifwe /\OT;M
(so that w is a number), we define txw = 0. Otherwise, the interior product is the unique linear
operator tx : QF(M) — QF~1(M) satisfying similar properties to the exterior derivative:

(i) When w € QY(M) =T(T*M), then txw = w(X).
(ii) If w € QF(M) and n € Q(M), then
ix(wAn) = (exw) A+ (1) w A (exn)
(iif) 12 = 0.
From (ii) it follows that

k
tx(wi A Awg) = Z(fl)”lwl A Aex(wi) A A wg.
i=1

We can determine that ¢x has the following expression:

Lx(w)(Xl,..ka,l):w(X,Xl,...7Xk,1). (7)
In particular, for covectors w', ..., wF, we have
k . . o~
x (@' A AWR) = () T W (X)W A AwE A AR (X). (8)
i=1

Differential forms are exactly the objects that we integrate over a manifold. For more about
integration, see Section 6.1.

1.2.4 The Hodge star operator

Before defining this operator, we need to define an inner product of forms. We could construct
k-forms as alternating tensors on any vector space. Then an inner product on the vector space
induces an inner product on the k-forms. We define this on basis k-forms by (taking {w’}*_, as a
basis for the vector space)

<wil A w TN /\wj’“> = det(<wi“,wjb>).

In our case, the inner product is of course the Riemannian metric, so the product becomes (asssuming
that {w'} is orthonormal)

<wi1 A w Wl A A wj""> = det(5%).
The Hodge star operator * : A¥T*M — A"~FT*M is then defined by

(w,m) dVol = w A *n.



For example, if {w?}? | is a positively oriented coframe, then

$ (WA AR =W A AW, (9)
As an operator on A*T*M,
2 = (1)), (10)
w2 = (—1)kn=k), (10)
Proof. TODO O

1.3 The differential and gradient
The differential df of a function f € C°°(M) is the 1-form defined by

(df)(X) = X(f)

for X € 2 (M). Let grad f denote the vector field dual to df. That is, g(grad f, X) = (df)(X) = X (f).
Sometimes V f is used to denote either df or grad f (or both). It is also used to denote the total
covariant derivative of f (see below), but this is not really an abuse of notation since the total
covariant derivative of f is equal to df.

grad(fh) = fgrad h + hgrad f (11)

In coordinates:
df = (9, f)da’ (12)
grad f = ¢"(8; f)0; (13)

1.4 Divergence

Note that for a vector field X, d(vx(du)) is an n-form, so it is fdu for some smooth function f. We
call this function the divergence of X, so that

d(vx dp) = div X dp.
We could also have defined the divergence as the trace of the covariant derivative:
divX = tr VX = (VX)(0;,dz") = (V; X)(dx"). (14)

In local coordinates, we have the expression

div(X10;) = \/dleTgai(Xi\/det 7). (15)

The product of a function f and a vector field X satisfies

div(fX)=X(f)+ fdivX. (16)



The characterization of divergence as the trace of the covariant derivative allows us to define the
divergence of a (k, £)-tensor as the (k, ¢ — 1)-tensor

(divT)( Xy, ..., Xp—1) = tr(Vr()

A useful operator in Hodge theory is §, the formal adjoint to d on one-forms. In particular, for a
function f and a form w, if we define §(w) = — div(w*), we have

(0w, f) = (w, df), (17)
where (0w, f) = [,,(6w) f du, and (w,df) = [,, g(w,df) dp.

1.5 The Laplacian(s)
The simplest version of the Laplacian is defined for functions f € C*(M) by

Af =divgrad f.

This can be extended to act on tensor bundles. This operator is called the connection Laplacian,
the rough Laplacian, or the Laplace-Beltrami operator; there are other second order linear
elliptic operators referred to as the Laplacian as well. We define the rough Laplacian on tensors by
A:T(TF(M)) — D(TF(M)) by

AT = divVT = tr, V*T = ¢ V,;V,T,

where the trace is taken over the two new indices introduced by V2. For functions, this has the

coordinate expression
1 0 . Of
Af = - | \/det gg"”’ — | . 18

! V/det g Ox* ( 99 8xJ> (18)

A(fh) = fAh+ hAf + 2 (grad f, grad h) (19)
From this it follows that the heat operator 9; — A satisfies the product rule

(0r = A)(fh) = F(Or = A)(h) + h(8; — A)(f) = 2(Vf, Vh). (20)

If feC>®(M) and r: R — R, then

A(rof)= ("o )AL+ ("o f)|VSI (21)

There is also the Lichnerowicz Laplacian, see [1] Appendix A.4, and the Laplacian on forms.

1.6 Computations in special coordinates

Proofs of various identities can be simplified by choosing particular coordinate systems at a point.
The idea is that essentially all quantities we are interested in are independent of coordinates, so we
only need to prove an identity involving such quantities in a particular coordinate system, and it will
hold in general. Thus we are free to choose the simplest coordinate system for the problem.

Most often the simplest coordinate system is normal coordinates, in which the metric becomes
the identity matrix. We define these coordinates by taking an orthonormal basis {e;} for T, M,



and letting eXp];1 : U — B.(0) be the chart map, where U 3 p and € are chosen to make this a

diffeomorphism. In normal coordinates at p, we have the following: TODO: TAGS
Gij (p) = 61]7 (1)
I5(p) =0, (2)
akgz] (p) =0 (3)

It follows from the local integrability of vector fields that, given a vector field X = X'9;, we can
choose coordinates so that X? = 0 for ¢ > 1.
TODO: more details on this, and other types of useful coordinates; harmonic, geodesic, others?

1.7 Cartan’s moving frames

See also some exposition in Volume 2 of Spivak and in Chow’s Lectures on Differential Geometry.

We use generalized Einstein notation frequently throughout this section. Let {e;}?; be a local
orthonormal frame field on an open subset of M. Let {w'}?™ ; be the dual orthonormal basis for
T*M, defined by w(e;) = 6;. We define the connection 1-forms w*/ (corresponding to {e;}) to
be the components of the Levi-Civita connection with respect to {e;}. That is,

Vxe; = wi’j(X)ej.

Equivalently, we could define

whi = g(Vekei,ej)wk, (25)
or N
w"(X) = g(Vxes,ej). (26)
These are antisymmetric in ¢ and j, N B
W' = —wh*, (27)

and satisfy the first Cartan structure equation:

dw' = W AWt = whI AW, (28)
We also have _ N _
d (61, 5) = Wi (e5) — ' ey). (29)
From this it follows that
A 1 A A
whk(e;) = B (dw'(e;, ex) + dw’ (e;,ex) — dw®(ej,€;)) - (30)

Now we define the curvature 2-forms Q%7 by
i 1
(X, Y)e; = 3 Rm(X,Y)e;.

These measure the noncommutativity of taking two covariant derivatives. We could also define these
by (TODO: check the constant?)

O = 5 Rmijkg wi N\ wy, (31)



so that

Qi’j(ek, er) = Rmijkg . (32)
These satisfy the following, called the second Cartan structure equation:
QW = dw®I — WP A Wk (33)

This gives us a way to compute curvatures. For example, on a surface M?2, we have

dw' = W? Aw?l, dw? =0t Awl? QY2 =dw!?

1.8 Proofs
X(fY) = X(f) Y + FX(V). W
Proof. For g € C>(M),
[X(fY)(g) = X(f-Y(9))
= X(f)-Y(g)+ fX(Y(9))
=[X(f)- Y+ fX(Y)(g).
0
X(rof) = (o HX() @)

Proof. This follows from the chain rule on R™. First consider the case where X = 0;. Let ¢ be a
chart about p € M.

Ailp(rof) =2~ (rofoyp™t)
Oz ¥(p)
9 foyp!
=7(f(p))- Er (871)
Tl (p) r
=1"(f(p)o:f.
Then the general case follows by linearity. O
dp=wt A AW (3)
Proof. Nothing to prove here. O
dw:'z. %dmi/\dzil/vu/\dzik (4)

Proof. We use first the linearity of d and next its product rule.

dw=4d Z wil.i.ikdxil Ao A dxt®

T1yeeslk
= Z d(wil..,ikdl‘il A A dxlk)
1 yeeeslke
= 3 i, Ada A A 4 (<1 d(da A ).



But now since d? = 0, the second term is 0, and by the expression (12) for the differential, the result

follows. N
dw(X,Y) = Xw(Y) — Yw(X) —w([X,Y]). (5)
Proof. By definition,
(da'* A d2?)(X,Y) = ( > sgn(o)(da’ @ da) o a> (X,Y) = XY - XIY*
g€ESs
the left hand side is
dw(X,Y) = | Y Owjda’ Ada? | (X,Y)
,j<n
= 0w (XY — XIY7)
i,j
On the other hand, note that
Xw(Y) = X'0;(w;da? (Y*0y,))
= XZ&(%YJ)
= XZYJ&(%) + Xiwjai(Yj),
and
w([X,Y]) = w(X0:(Y78;) — Y*0r (X D0))
= w(X'0;(Y7)0; — Y*OL(X")0y)
= Xiwjai(Yj) — ka@k(Xz).
so the right hand side becomes
Xw(Y) = Yw(X) —w([X,Y]) = XY70;(w;) + X'w;d(Y?) — Y*X O (wr) — X w0 (YY)
— XPw,dy(Y7) + Ytw,d,(X?)
= X'V70;(w;) — Y*X O (wp). O
k . ~
(dw)(Xo, ..., Xp) = > (-1 X;w(Xo,..., Xj, ..., X) (6)
=0
+ (—1)"Hw([Xs, X5), Xoy oo, Xiy oo s Xy, X1
0<i<j<k
Proof. TODO O
Lx(w)(Xl,...,Xk_l):w(X,Xl, ~7Xk—1) (7)

10



Proof. In coordinates,

ix (W) (X1, ooy Xpo1) = tx(wiy i dz™ Ao Ada™) (X, .., Xgo1)

TODO N

Proof. Note that by property (ii) defining the interior product,
ix (WA AW = ix (W AWEA AR+ (—Dw Arx (WP A AWE),

and the result follows by induction (and by property (i), which says ¢x (w) = w(X) for 1-forms w). O

* (WA AR =PI A AW (9)
Proof. In this case we have

<w1/\~--/\wk,w1/\---/\wk>dV01:dVol
= (WA AG)A (WA AW,

which establishes the result. O

grad(fh) = fgrad h + hgrad f (11)

Proof. Recall that grad f is defined to be the vector field so that for all vector fields X,
(grad f, X) = X(f).
Now

(grad(fh), X) = X(fh)
= fX(h) +hX(f)
= f{grad h, X) + h (grad f, X)
= (fgradh + hgrad f, X) .

O
df = (9;f)dz’ (12)
Proof. This follows immediately, since
df (8;) = 0i(f)
O
grad f = ¢ (0; f)0; (13)

11



Proof. Recall that for any vector field X,
X =d2'(X)0; = X'0;.
So, writing in coordinates
g(grad f, X) = df (X)
gijdz’ (grad f)X7 = (O f)dz"(X)
gijdz’ (grad f)X7 = (8. f) X"
gijda’ (grad f) = (9, f)
dz*(grad f) = " (9; f)

grad f = g"(9; f)0;. O

divX = tr VX = (VX)(9;,dx") = (V; X)(dx"). (14)

Proof. TODO O
xingy L e

div(X*0;) = \/M&(X Vdet g). (15)

Proof. Apply Cartan’s formula (38) and the definition of the divergence as the quantity satisfying
d(txdp) = div X dpu.
TODO: idk what this is supposed to prove but it’s not right O

div(fX)=X(f)+ fdivX (16)
Proof. One can prove this using coordinates, but there is a nicer way.

div(fX) = tr(VfX)

=tr(- ()X + fV.X)

= tr(- ()X) + ftr(V.X)

= (0;(f)X)(dz®) + fdivX
= da'(0;(f)X*0y) + fdivX
=0i(f)X'+ fdivX

= X(f) + fdivX. O

—~ >

(0w, f) = (w,df) . (17)
Proof. First observe that from (16), we get

—6(fw) = WH(f) = fow.

12



Using the definition of divergence of w! as the quantity satisfying d(t,,¢du) = divwidu = —dwdpu, we

have

(f;0w) = [ fowdp
(6(fw) +w(f)) dp

5(fw) dp + / () dp

M

= [ H(f)dp
M
= <df7w> O
Af = \/(Ha <\/ et gg” p. J). (18)

Proof. This follows immediately from the coordinate expression for the divergence and grad f. [

A(fh) = fAh+hAf +2(Vf,Vh)
Proof.

A(fh) = divgrad(fh)
= div(f grad h + hgrad f)
= div(f grad h) 4 div(hgrad f)
= (grad h)(f) + fdiv(grad h) + (f <> h)
= (grad h, grad f) + fAh+ (f < h)
= fAh+ hAf + 2 (grad f,grad h) .

(19)

A(rof)= ("o )Af+ ("o )|V
Proof. By definition, and using (2) to evaluate terms like 9;(r o f),

A(ro f)=g"Vi(rof)
=g (Vi(Vj(ro f)) = Vv.a,(ro f))
= g"(9,0;(r o f) = T§0u(r o f))
(0:((r" 0 )93 f) = T 0 f)Ohf)
(
(r'

(" o )0 f0,f + (' 0 [)O:0;f — (' o [)TY0,f)
(e o £)0, 1051 + (' o [)AS
= ("o ) [VI” + (" 0 HAF.

g
g
g

(01 = A)(fh) = f(Or = B)(h) + h(Br = A)(f) = 2(V [, Vh).
Proof. TODO

13
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9i5(P) = i (22)
Proof. Recall that d(exp,)o = Id.
0 0 0
oz’ (exp)o (86’ 0) det’
from which (22) follows. O
k
Fij () =0 (23)
Proof. This follows immediately from (22) and the definition of T'. O
Okgij(p) =0 (24)
Proof. We have
ngij = 9k9(0;, 05)
= 9(0k0;,95) + 9(0i, 01,0;).
Since 0; are coordinate vector fields, 0;0; = 0, so the proof is done. O
W = g(Veper, )" (25)
Proof. The first definition tells us that Vg, e; = (w"7)ye;, and so
9(Vay,eirer) = (W)
But this is equivalent to the second definition. O
w9 (X) = g(Vxei,ej). (26)
Proof. TODO O
whl = —wdt (27)
Proof. N 4 , .
w =Ty, = —T}; = —w. O
dw' = W AW (28)

Proof. Recall the identity (5):

dw(X,)Y) = Xw(Y) - Yw(X) —w([X,Y]).

Applying this with w = w?, X = e, and Y = e;, we get

difen e0) = exlw(e0)) — exl(er)) — ' (fexs 2]
= 6]@(6}) - ef((slzc) - wi(vekef - vezek)

= —wi(rizej - F%kej)
=T + T

_1¢ k
- Fki - Ffz'a

14



where in the last line we used 45 On the other hand, the right hand side becomes

(" A ) (exr e2) = w0 (e1 o (e0) — w0 (e0) (ex)
= 9(Veyei€5)8] — 9(Veei, €5)0,
= g(vekei7 ef) - g(vege’h ek:)

=Fii—1“’ei-- O

dw (es,e5) = w™I(e;) — wi(e;). (29)
Proof. First observe that since V., e; = w(ex)ej, we have that w®(V,, e;) = w*(ex). Using this
fact and the definition of the exterior derivative,
dw (e, e5) = ew® (e5) — ejw” (ei) — " ([ei, €5])

= —wk(Veiej —Ve,€i)

= —w?*(e;) + w"F (e;). O
. 1 . .
whk(e;) = B (dw'(ej, ex) + dw’ (e, ex) — dw"(ej, €;)) - (30)
Proof. Write out each term of the right hand side using (29), and use antisymmetry to cancel/combine
terms. O
1
Qij = —5 Rmyjrewr A we (31)
Proof. TODO 0
Qm-(ek, 6@) = Rmijkg . (32)
Proof. Simply note that, since Rm;;r¢e = — Rm; g1, we have
1
Qij(en, ee) = 5 (Rmijpq wp A wg)(ex, er)
1
= 5 Rmjpg (8pkdge — Gpedgr)
1 1
=3 Rmyjre ) Rmygjex
= Rmijkg . O
O = dw™ — W A Wk (33)

Proof. We give two proofs, respectively using the different definitions of Q*7. If we know that
Qb = —% Rm; jre wi A wy, we proceed as follows. From (25), we have that w; ;(er) = g(Ve, €5, ¢€;).
By taking the exterior derivative of both sides (thinking of the right hand side as the covector
X — g(Vxe;,e;)), and using (5), we have
dw™ (ex,er) = epw™? (er) — epw™ (ex) — wi’j([eg, er])

= dg(Vei, ej)(ex, €r)

= ekg(veﬂu 6]‘) - €£g(vek€i, €j) - Q(V[ee,ek]€i7€j)

=9(Ve, Vet e5) +9(Ve,i, Verej) — g(Ve, Ve, €5, €5)

- g(vekeiv vwej) - g(v[eg,ek]eia €j).

15



Observing that w"?(ep)w??(ex) = g(Ve,€i,€p)9(Ver€jyep) = g(Ve,€i, Ve, €5), we continue
= g(vekveeei - vegvekei - v[ez,ek]ei7 6]) + wiyp(ef)wjﬁp(ek) - wi’p(ek)wj’p(ee)
= Rmkh’j +(wi’p AN wj’p)(eg, ek)
= Rmijkg +(wi’p AN wp’j)(ek, 6[)

= (Qw 4 whP /\wp’j)(ek,eg)

TODO: the other version O

2 Tensors

2.1 The induced metric on tensor bundles

Suppose we have a metric g on some bundle 7 : £ — M. That is, we have a section of E* ® E* such
that at each point p € M, g, is an inner product on the fiber F,. Then the metric on F defines a
bundle isomorphism ¢4: F — E* by

(&) = gp(§m),  &m € Ep.

Moreover, there is a unique metric g on E* such that 14 is a bundle isometry:

9(tg(§),t9(m) = g(&;m), &m € Ep.

So we see that a metric extends to tensor duals. It also extends to tensor products. Given bundles
F4, Fy with metrics g1, g2,

9=91®g2 € N((E] ® E]) ® (B3 ® E3)) =T((Ey ® Ep)" ® (E1 @ E3)")
is the unique metric such that

9(&1 @1, &2 @n2) = g1(81,82)92(11, M2)-

The induced metric on a tensor product of dual bundles agrees with the induced metric on a dual
bundle of a tensor product. So, starting with a metric on the tangent bundle T'M, we get metrics
(all denoted g) on all the tensor bundles 7,5. We can write this in coordinates in the following way.
For S,T € T} (M), we have (at a point p),

g(S’ T) = galblgazb2 .. gakbkgiljl C Gigje S}zlllszTglﬂ

1.0k

2.2 Type changing with the metric

An (K, 0)-tensor is called covariant, and a (0, £)-tensor is called contravariant. For example, forms
are covariant, and vectors are contravariant. The terminology relates to how the components change
under a change of basis. If we scale some basis vectors by a factor of C, then the components of a
vector with respect to that basis scale by a factor of C~!; hence contravariant.

An (s,t)-tensor T is a section of (TTM)®! @ (T*M)®*. That is, it is a product of ¢ vectors and
s covectors, meaning that it takes ¢ covectors and s vectors as input, so it has s lower (covariant,
I think) indices, and ¢ upper (contravariant, I think) indices. To add to the confusion, recall that
we can think of a (1,1)-tensor either as an object that takes a vector and a covector and returns a
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scalar, or as an object that takes a vector and returns a vector. This generalizes; a (k, £)-tensor can
also be thought of as an object that takes k vectors and returns (a tensor product of) £ vectors.

For any |k| < min{s, t}, we can make T into a (s—k, t+k)-tensor by using the natural isomorphism
(provided by the Riemannian metric) between TM and T*M given by v — g(v,-) € T*M. So in the
tensor product above, we can replace TM’s by T*M’s arbitrarily, and thereby get any sort of tensor
we want with rank s+ .

In coordinates, we can write (given a frame F; and the coframe ¢%),

TZ1~'~z,,j1mjs -E’i1 ® - ® E’Lt ® 5]1 ® - ® g]a
TODO: check/fix the s and t’s in the section.
Then to make T a (s + 1,¢ — 1)-tensor, replace some E;, by gik_jfj to get

Til"'ik—lj ik+1~~isjlmthil ®R® gj ® - QF;, ® §j1 R ® é‘jt7

where S .
110Uk —1 Th41 s S, oS LY
T j grge = Ging T G1.-d

TODO: I think the s and t are wrong here

2.3 Contractions and traces

TODO: this section needs help; see Andrews-Hopper p. 22 and Lee p. 395.

Given a (k, £)-tensor T, where k,{ > 1, we can form various (k — 1, ¢ — 1)-tensors by tracing T’
that is, by evaluating one of the covector factors of T at one of the vector factors. Specifically, there
are k(¢ different traces we can take, since we can evaluate any of the covector fields at any of the
vector fields. In the case where T is a (1, 1)-tensor,

tr(T) = tr(T% B @ &) =T &0 (B;) = T 6] = T

More generally, if T is a (k, £)-tensor, and we evaluate the a'" factor of T' at the b'" factor of T, we
have, for vector fields X, ..., Xy_1, and covector fields wq,...,wp_1,

(trabT)(wh s awk—lyxlv s 7XZ—1)
=tr[(w, X) = T(wi, .+, Wae1, W, Wag1s - W1y X150y Xpopm1, X, X100 Xeg1)]

where on the right hand side we are now just taking the trace over a (1, 1) tensor again. In coordinates,
this is just

_ ik
trap T =T Jueekeeje

Oiy -+ 01,

PR aikdx]l e dl.]b—k—l dér]b—kJrl e dle.

Using the isomorphism induced by g between TM and T*M (see the previous section), we can

TODO

3 Lie Derivatives

Let X,Y be vector fields, and let ¥ x ; be the flow of X, so that Uy ;(x) is the point that x is “flowed
to” by X after time . Then DWx 4|, is an isomorphism between T, M and Ty ,(»)M. (Note that
in this case the pullback is the inverse of the differential, so it does not matter if we use the pullback
or the inverse of the pushforward.) Now the point is that (DWx |) "' (Y, ,(z)) is an element of
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T. M for each t, so we can differentiate this at ¢ = 0. With these remarks in mind, we define the Lie
derivative of Y along the flow of X by

d
L:XY|$ = 7

=] (Dxele) ™ Vg u@) -

There are many different notations for the quantities in this equation. It is usually written more
concisely as

d
EXY|w = E

UiY).
t‘t:o( ¢ )

Define the Lie bracket of vector fields by
(X, Y](f) = X(Y(f)) = Y(X(f)),

then
LxY =[X,Y]=VxY -VyX. (34)

For vector fields V, X1, ..., X}, and a tensor field A in T (M),

k
(LyA(Xy,..., X)) = (LvA) (X1, Xp) + Y AXy, ... Ly X, ..o, Xa), (35)
i=1
where TODO: TAGS
k
(LyA)(X1,.. ., Xi) = V(AX1,. ., Xk) = D AXy, . VX X (37)
=1
k

= (VvA)(Xq,..., Xy) + ZA(Xh o X, Ve Vi X, X)) (37)

i=1
Cartan’s formula states that for any differential form w and any (smooth) vector field V,
Lyw =ty (dw) + d(tyw). (38)
We have the following product rule for a Lie derivative of a wedge product
Ly(aAB)=(Lva)\B+aA(Lyp). (39)

There is also the following identity for the interior product. For a differential form w and vector
fields V, W,
ﬁw(bvw) = Lv(ﬁww) + LW, V]W- (40)

3.1 Proofs
LxY =[X,Y]=VxY — Vy X. (34)
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Proof. Consider the action of LxY on a smooth function f. Note that by the chain rule and the
fact that Idp,p = ¥_x,0W¥x,

DV _x tlux  (z) © DVx tle = ld7, 0,
$0 (DWx ¢|s)™" = DV_x |y ,(2)- By definition of the derivative,

(DY _xtle(Y))f = Yoy (a)(foV_x1)

Then
d .
LxYL(f) = 2 (Wl Vo) |,
d
= (Ylwy @) (foP_xy))
TODO -
k
(LvAX1, ..., Xk) = (Lv A) (X1, Xk) + > AX, o Ly Xy, X (35)
i=1
Proof. TODO O
k
(LyA) (X1, Xp) = V(AXy, .., X)) = > AKXy, VX X) (36)
i=1
Proof. TODO O
k
(Ly A) (X1, ., Xp) = (Vv A) (X1, ., Xe) = Y AXy, .., VX,V X (37)
i=1
Proof. TODO O
Lyw =y (dw) + d(tyw). (38)
Proof. The proof is by direct computation. We can simplify by choosing coordinates for which
TODO H
Ly(aNpB)=(Lya)\NB+aA(Lyp). (39)
Proof. TODO O
Ly (tvw) = v (Lww) + L, vw. (40)
Proof. TODO O
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4 Levi-Civita connection

TODO: this section should be rewritten; the stuff about covariant derivatives applies to more general
connections on vector bundles over a manifold. See 2.5 of Andrews-Hopper.

Let E be a vector bundle over M. The Levi-Civita connection for a given Riemannian metric g is
amap V:T'(TM) x T'(E) — T'(E) (written as (X, ) — Vx&) that satisfies the following properties.
Note that the first three are defining properties of a general connection, and the last two properties
make V the Levi-Civita connection with respect to ¢g. For X, Y € I'(TM), f € C*(M), r € R, and

§el(B),

(1) C* linearity in X:
Vxipv€=VxE{+ fVyE.

(2) R-linearity in &:
Vx(r) =rVx&.

(3) A product/Leibniz rule in &:
Vx(f§) = X(f)- &£+ fVx¢.

(4) Metric compatibility:

which can also be stated as
Vg =0,

where the left hand side (and the right hand side) is a tensor field in 7(M). The proof that
these conditions are equivalent follows from the definition of Vg below.

(5) Torsion-free (also known as symmetry):
VxY - VyX = [X,Y]
It satisfies Koszul’s formula:
2(VxY,2)=X (Y, 2)-Z(X,Y)+ Y (Z,X)—([Y,Z], X) + (X, Y], Z) — ([X, Z],Y) . (41)
The metric compatibility condition tells us that
V(g(X,Y)) = g(VX,Y) +g(X,VY), (42)

where we interpret the right hand side as the covector Z — ¢g(VzX,Y) + g(X,VzY).

4.1 Christoffel symbols

Given some coordinate basis {9;}7 ,, the Christoffel symbols (of the Levi-Civita connection) are
the unique coefficients, (i.e. smooth functions) satisfying

k
Vo, 0; = I'j;0k.
It follows from this and the above properties that

VxY = (X(Y*) + XYITE) 0. (43)
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In particular, ,
ViX = (0: X" + XIT},)0,.

For the Levi-Civita connection, we can calculate these coefficients in coordinates by

1
I} =T} = 59’“(@'%2 + 0;9i0 — 0ugij)- (44)

The symbols also satisfy the antisymmetry relation
. .
Fij = *sz- (45)

Despite using the same notation, we cannot think of the Christoffel symbols as a (1,2)-tensor.
However, given two metrics g, g the difference of the coefficients of the two corresponding Levi-Civita
connections does form a tensor: _

ry -1

4.2 Covariant derivatives

We can take directional derivatives of functions using only the differentiable structure of a manifold.
The covariant derivative is defined using the metric, and allows us to differentiate vector fields and
other tensors. If F' € TF(M) is a tensor field, and X, Y}, are vector fields and w? are 1-forms, then

(VxF) W, ..., "Y1, ) = X(F(w!,..., i Y1,...,Y})

We can think of VF as a (k + 1, ¢)-tensor field, called the total covariant derivative of F, by
(VF) (W, ..., w5 Y1, Y X) = (Vx F) (W, ..., Y, V).

There are different conventions about where to put the X in this definition; I'm not sure if it matters.
An important property of covariant derivatives is that they “commute with contractions,” a property
that follows from the fact that Vg = 0. TODO

There is also a horrible expression for the covariant derivative in coordinates TODO

The following formula for commuting covariant derivatives at the expense of introducing a
Riemann curvature term is quite useful, although it’s probably better to just look at the more
common special cases below.

(VV =V Vi) akl Zlejkh aill iy ZRmZJP k1 eh 1Pbntr-- Lo (46)

Ko 1Pkn41---

For example, if w is a 1-form,

(VZ'VJ‘ — Vjvi)Wk = — Rmfjk Wwe. (47)
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4.3 The Hessian

We can then take the total covariant derivative of F' to get the Hessian of F', sometimes denoted
V2F, which is of course a (k + 2, £)-tensor field.
It follows from the torsion-free property of the Levi-Civita connection that the Hessian is symmetric:

(V2H(X,Y) = (VY. X). (48)

We have
ViyF = (V*F)(X,Y) =Vx(VyF) = Vy,vF. (49)

The proof makes it more clear how the tensors on the right hand side actually work. In the case of a
function f, we have that (the first equality follows immediately from (49))

(V2H(X,Y) = X(Y(f) = (VxY)(f)

=g(Vxgrad f,Y) (50)
1
= i(ﬁgrad fg)(Xv Y)
In coordinates, we can write
ViV f = 0:(0;f) = Ti;0kf. (51)

In particular, since (V2f)(X,Y) = g(Vx grad f,Y), the (1,1)-tensor associated to V? is given by
(V2f)(X) = Vx grad f. The Hessian satisfies the following product rule for functions.

V2(fh) = fV*h+hV2f +Vf® Vh+Vh® Vf. (52)

4.3.1 Bochner Formulas

For any function u on a Riemannian manifold,

A|Vul? = 2 (AVu, Vu) + 2| V2| (53)

We also have the formula for the commutator of the Laplacian and the covariant derivative:
A(du) = d(Au) + Re(Vu), (54)
sometimes also written as AVu = VAu + Re(Vu).
A(du) = d(Au) + Re(Vu), (54)

Proof. By (47),
ViViju = V]V,Vku — Rmij]d Vgu.

Note that on the left-hand side we can commute V; and V. From this equation,

9*ViViViu = g™ (V; Vi Viu + Ry Veu)
AV u = V;Au+ Reje Vyu.
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4.4 Proofs
2(VxY,2) = XY, 2) - Z(X,Y) + Y (2, X) = ([V, 2], X) + (X, Y], 2) = ([X, Z],Y). ~ (41)
Proof. The metric compatibility condition says

XY, Z)=(VxY,Z) +(Y,VxZ)
Y{(Z,X)=(VyZ,X)+(Z,VyX)
Z{X)Y)=(VzX,Y)+ (X, VzY).

By adding/subtracting these expressions, using symmetry and linearity of the metric, and the
torsion-free property (VxY — Vy X = [X,Y]), we obtain

XY, 2)+Y (Z,X)— Z(X,Y)=2(VxY,Z) — ([X,Y],Z) + (Y,[X, Z]) + (X, [V, Z]) .

O
V(g(X,Y)) =g(VX,Y) + g(X,VY). (42)
Proof. This really does follow immediately from the metric compatibility condition. O
1,
Ik =T} = 59“(@‘9;‘@ + 0jgie — 0ugij) (44)
Proof. Apply the Koszul formula (41) to coordinate basis vectors:
21_‘5]-9616 =2 <Ffj84, 8k>
=2(Vy,0;, 0k)
=0, <8j,8k) — Ok <8¢7aj> + 8j <8k,c’)z>
= 0igjk + 0jgir — OGij-
Now multiply both sides by ¢*™ and the result follows. O
Ffj = _sz (45)
Proof. The metric compatibility condition applied to the correct basis vectors says
0=(Vg)(9;, 0k, 0;)
= Vo,9(9;, %)
= g(vle_p ek) + g(vieka e_/)
=T} +T7,. O
. - £1..8p_1pl ¢
£y..0, £y..0, o il 1plhgn.. Ly
(ViV; — vjvi)akll...k:,,. = ZRmfjkh akll...kh_lpkh+1...k,. - Z Rmij}'p O‘kll...k}:. P . (46)
r=1 h=1
Proof. TODO O
(VZ'VJ‘ — Vjvi)Wk = — Rmfjk Wwe. (47)
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Proof. This follows immediately from (46), but I guess there should be a direct way to prove it as

well.
TODO &

(VZHXY) = (V2F)(Y, X). (48)

Proof. The torsion free property of the L-C connection says that
(VxY)(f) = (Vy X)(f) = [X,Y](f) = X(Y(f)) - Y(X(f)),
and by rearranging this we get that
(XY(f) = (VxY)(f) =Y (X(f)) = (Vy X)(f),

which is exactly the desired equality. O

ViyF = (V’F)(X,Y)=Vx(VyF) - Vy,vF. (49)
Proof. According to the general definition of covariant derivative (and the definition of total covariant
derivative) above,
(V(VE)(Y, X) = (Vx(VE)(Y)
= Vx[(VF)(Y)] = VF(VxY)
Vx(VyF)—Vv,vFE

To make more explicit what is actually going on here, we can write, supposing F' is a (k, £)-tensor,

V2F(X,Y,wh, . W W, W) = Vx (VE)(Y, Wb W W, W)
= X(VFE(Y,wh, ... " Wh,..., W)
—(VF)(VxY,wh, ..t W, W)

4
= (VE)(Yw',.. Vxw', W W, W)
i=1

k
= (VE)(Yw, W WL VW W)
i=1

= VX(VyF) — VvaF.

There is also a proof on page 99 of Lee-RM. O

(V2F)(X,Y) = X(Y () ~ (Vx¥)(f) = o(Vxcguad £,Y) = £ (Lgma ) (X,Y)  (50)
Proof. The second equality:

XY (f) = (VxY)(f) = X(g(grad f,Y)) — g(grad f, VxY')
=g(Vxgrad f,Y) + g(grad f, VxY) — g(grad f, VxY)
=g(Vxgrad f,Y).
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The last equality: using (36) (TODO: check this reference; should it be 2a or 2b?) for the Lie
derivative of the metric, metric compatibility, (34), and denoting grad f by V f, we calculate

(Lorg)(X,Y) = (V)(9(X,Y)) —g([VF, X],Y) — g(X,[V[.Y])
=g9(VusX,Y) 4+ g(X,VysY) — g(VysX = Vx(Vf),Y) - g(X,VysY — Vy(V/))
=g(Vx(Vf),Y) +g(X,Vy(Vf))
=X(VIY)) =gV, VxY)+Y(9(X,Vf)) —g(Vy X, V)
= (V?1)(X,Y) + (V2 A)(Y, X)
=2(V2f)(X,Y).

O
ViVif = 0i(0;f) = T30k f. (51)
Proof. Recalling that, by definition V;0; = I‘fjak,
ViVif =Vi(Vf) = Vv, f
= 0:0;f = Vrroa,f
= 0;0;f — T}, Vif
= 0;0;f —T};0cf
O
V2(fh) = fV*h +hV2f +Vf@Vh+Vhe Vf (52)

Proof. First note that we are using V f to denote the gradient of f. Then

VA(hf)(X,Y) =Vx(Vy(fh)) = Vv,v(fh)
= Vx(fY(h)+ Y (f)) = (VxY)(fh)
= X(NY(h) + fXY(h) + X(R)Y(f) + XY (f)) = M(VxY)(f) = F(VxY)(h)
= f(X(Y(h) = (VxY)(h) + M(X (Y (f)) = (VxY)([))
+ (Ve Vh(X,Y)+ (VAR V)(X,Y)
= [(V2h)(X,Y) + h(V?[)(X,Y) + (V@ Vh)(X,Y) + (Vh® V[)(X,Y).

O

A|Vul? = 2 (AVu, V) + 2 [V2ul* (53)

Proof. The coordinate-free way to do this goes as follows. I use dots to keep track of the entries over
which the trace is taken.

A (Vu, Vu) = tr V2 (Vu, Vu)
=tr(V.(2(V.Vu, Vu))
=2tr((V.V.Vu, Vu) + (V.Vu,V.Vu))

— 2(AVu, Vu) + 2| V2u|?,
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as desired.
In normal coordinates, we can calculate

A|Vul> = A(VuViu)
= V;V;(ViuV;u))
=2V;V;ViuViu + 2V,;ViuV,;Viu
= 2(AVu, Vu) +2|V2u|*.

5 Curvature

5.1 Curvature of a connection on a vector bundle

Reference: Andrews-Hopper Section 2.7.1. If V is a connection on a vector bundle E over M, the
curvature of V on FE is the section Ry € T(T*M @ T*M ® E* ® E) defined by

Ry(X,Y)§=Vx(Vy€) = Vy(VxE) = Vix v

5.2 Riemann curvature

Riemann curvature is the special case of the previous construction where the connection is the
Levi-Civita connection on the tangent bundle over M. In particular, the (3, 1)-tensor (field) version
of the Riemann curvature tensor is a C*°(M)-multilinear map I'(T'M) x I'(TM) x I'(TM) — T'(TM)
defined by

R(X,Y)Z =VxVyZ —NVyVxZ —Vxy1Z
= (V)(X,Y,2) — (V*)(Y, X, Z)
=ViyvZ-VixZ
In coordinates, we can write _ _
R= Rij,fdx” ® da’ @ dz* ® oy,

so that
R(X,Y)Z =R,

,

W XY 750,

where

R;;. 00 = R(0;,0;)0%.
We can get a (4,0)-tensor version of R by defining
Rijri = R(0i, 05,0k, 0¢) == (R(0;,0;)0k, Or) .
Then Rk = gem R, y & - This tensor satisfies the symmetries
Rijke = —Rjine = —Rijer = Ryuij (55)
and the 1st and 2nd Bianchi identities: TODO: TAGS

Rijre + Rjkie + Riije = 0 (4)
ViRjkem + VjRiiem + Vi Rijem = 0. (5)
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The once contracted 2nd Bianchi identity:

9"V iRjtom = VRie — ViRje. (58)
We can calculate the coefficients in terms of the Christoffel symbols as well:
RiﬂcZ = 82F§k - 8ijk + F?}crin - F%Ffm (6)
1
Rijke = 5(6161@92‘4 + 0i0egj. — 0i0kgje — 05009ik) + gop (T3 T %, — L7 ). (7)

In calculations, we frequently get Riemann curvature terms appearing from commuting covariant
derivatives, following from rearranging the formula that defines the Riemann tensor. See (46).
5.3 Ricci curvature
The Ricci tensor, denoted Rc or R, is defined to be the trace of the Riemann tensor:
Re(Y,Z) =tr(X — R(X,Y)Z2),
or in coordinates
Rij = Ry;i" = ¢"" Ryijom.-
The Ricci tensor satisfies the twice contracted second Bianchi identity:
2g”Vi RC]‘k = ka (59)

The Ricci tensor can be expressed in terms of the metric:

—2Rc; = gke(akaegij + 0;0;9xe — 0:0kg;0 — 00k gic) + lower order terms, (60)

where the lower order terms involve only one derivative of g. The Ricci tensor is invariant under
diffeomorphisms; that is, if ¢ is a diffeomorphism of M, then

Regrg = ¢ Rey .

5.4 Scalar curvature
The scalar curvature is defined to be the trace (with respect to the metric) of the Ricci curvature:

R =tr,Re = Re;' = g Ry .

Proofs
Rijre = —Rjike = —Rijor, = Rieij (55)

Proof. Using the fact that the Lie bracket is antisymmetric, it is clear from the definition that
R(X,Y)Z = —R(Y, X)Z, from which the equality R, ;;, = —R,;;, follows. To show the second equal-
ity, we begin by showing that R(X,Y, Z, Z) = 0 for any Z. First note that by metric compatibility,
X(Y (W) = X(Y (W, W))
= X(2(VyW,W))
=2(VxVyW, W) +2(VyW,VxW).
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Similarly,

Y(X(|W) =2(VyVxW, W) +2(VxW,Vy W),

and ,
(XYW =2(Vix )W, W).

Now, subtracting the second and third of these two equations from the first and cancelling terms, we

have

0=X(Y (W) -Y(X(W*) - [X,Y][W]*

=2(VxVyW, W) = 2(VyVxW, W) = 2(Vx y|W, W)

= 2(R(X, Y)W, W)
= R(X,Y,W,W).

Applying this,

0= <R(8i, 3j)8k + 3@,5% + 3@>
= Rijir + Rijre + Rijor + Rijee
= Rijre + Rijon

To prove the last equality, we use the first (algebraic) Bianchi identity. O
Rijre + Rjgie + Riije =0 (56)
Proof. This will follow from
RX,.Y)Z+R(Z)Y)X +R(Y,X)=0.
Expand using the definition of R, and then apply symmetry of the connection:
0=VxVyZ-VyVxZ— V[XA/]Z—F
+VzVy X —VyVzX —Vizy X+
+VyVxZ —-VxVyZ — V[yJ(]Z
=Vx(VyZ-
O
V,’Rjk[m + VjR/m‘gm + kaijém =0. (57)
Proof. TODO O
9" ViRjkom = V; Ry — Vi Rjy. (58)
Proof.
viRjkém = VjRik€7rL - VkRijénL
gimviRjkﬁm = ngimRikim - vkgimRijém
= Vijz — VkRjg
O
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QQijViRjk = V.R. (59)
Proof. Start with the 2nd Bianchi identity, contract twice, and apply some symmetries of the Riemann
tensor:
9" g7 (Vi Rjkem + Vj Riiem + ViRijom) = 0
9""Vi97 Rikem + 67V 19" Risitm + 9"V 1,07 Rijom = 0
—4"" V0" Rikme — 07V ;6" Rikom + 9" Vig” Rjime = 0
—g"ViRim — 9V Ryt + Vg™ Ry = 0
—29" ViR + ViR = 0.

O

—2R;; = g’d(ﬁka@gij + 0;0,9k¢ — 0;0kgj0 — 00k gie) + lower order terms, (60)

Proof. T don’t want to type this, but it just involves writing the Ricci tensor in terms of the Riemann
tensor, the Riemann tensor in terms of the Christoffel symbols, and the Christoffel symbols in terms
of the metric. O

6 Geometric Analysis

6.1 Integration
6.1.1 Stokes’s theorem

Suppose M is an oriented n-manifold with boundary, and suppose w is a compactly supported

(n — 1)-form on M. Then
/ w= / dw. (61)
oM M

From this we can obtain several very useful special cases. The divergence theorem says that for
any smooth 1-form « on a compact manifold with boundary,

/Mdiv(a)d,u: / a(v) do, (62)

oM

where v is the outward unit normal to the boundary, and do is the volume form of the boundary.
In the case of a vector field, we have

/ divX = g(X,v)do. (63)
M oM
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6.1.2 Integration by parts
Suppose u,v € C°(M). If M is closed,

/ Audp =0, (64)
M

If M is compact,

ov ou
/M(uAv —vAu)dp = /BM <ué)1/ - U@I/) do. (65)

Where v and o are the outward (?) unit normal and the volume form of OM.
In particular, on a closed manifold, the right hand side is 0, so [ uAv = [vAu. If M is compact,

TODO: LABEL )
/ ulAvdp + / (Vu, Vo) dy = / 2 do. (66)
M M om OV

In particular, on a closed manifold, [ (Vu,Vv) = — [uAuw.
We also have

/g(gradf,X)du:/ fg(X,V)da—/ fdiv X dp.
M oM M

6.2 Miscellaneous

If A(s) is a 1-parameter family of invertible square matrices, then

d
ds™ "

d _ —1\ij
Ts log(det A) = (A7)
6.3 Variation formulae

References: Sheridan’s notes and Andrew-Hopper Chapter 4.
Suppose that g(t) is a time-dependent Riemannian metric, and

%gij(t) = hyj(t).

Then we have the following evolution equations for various geometric objects (note in some cases the

result is only stated for the Ricci flow, i.e. when h;; = —2Rc;;). Metric inverse:
D s = b = gy (69)
ot

For time-independent vector fields, and an evolving metric g(¢), we define V =8,V by VxY =
0:(VxY). Then

(VY. Z) = ~(VxRe)(Y: Z) + (V2 Re)(X, Y) — (Vy Ro)(X, 2). (69)
If g(t) is a solution to Ricci flow, the function Laplacian A,y evolves by

8tAg(t) =2 RCij VZVJ (70)
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Christoffel symbols:

9 1
5i 00 = 59" (Vihje + Vihie = Vehij) (71)

Riemann curvature tensor:

1
QR = 29" (ViV by + ViVihjp — ViVphie — VVihiy — V;Vihip + V;Vphir) (72)

2
Ricci tensor

Oy Reij = Vp(atrfj) - vi(atrgj)' (73)

6.4 Proofs
/ w= / dw. (61)

oM M
Proof. TODO; a bit involved. See Guillemin and Pollack p. 183. O
/ div(a) dp = / a(v)do, (62)
M oM

Proof. Some issues with orientability here? See Problem 2-22 p. 51 of Lee-RM. Recall that the
divergence of a vector field X is defined to satisfy d(tx dp) = div X dpu.
TODO -

/ divX = [ g(X,v)do. (63)
M oM

Proof. The idea is to apply Stokes’s theorem (61) with oo = ¢ x (dp). With this definition,
da = dix (dp) = div X dp,

by definition of the divergence.

da = dux (dp)
See HRF Theorem 1.47
TODO -
/ Audp =0, (64)
M
Proof. Recall that Vu = div grad u. Then apply the divergence theorem (62) and the fact that M
has no boundary. O
v ou
Av — vAu) dp = — —v— | do. 65
/M(uv vAu) dp /{9M(uay U8V> o (65)
Proof. Take X = uVv —vVu in the divergence theorem (for vector fields) (63). O
v
uAvdp + (Vu,Vv) du = —udo. (66)
M M om Ov
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Proof. TODO O

°
ds

di log(det A) = (A™1)" —A,;. (67)
s

Proof. First, a lemma:
Lemma 6.1. det(I +tA) =1+ tr(A)t + O(¢?).

Proof. Recall that det(tA) = t™ det(A). Also recall that the characteristic polynomial of A is the

product

where \;’s are eigenvalues of A. In particular, the characteristic polynomial is also det(xI — A).

det(I +tA) =t"det(t'1 — (—A))
="tV A)ET ) (T )

—¢ | + t—(n—l) Z /\Z + t—(n—Z)ani2 NI t_lal + ag

i<n

=1+ tr(A)t + O(t?). O

Lemma 6.2. D,det(X) = det(A) tr(XA™1), where D det is the differential of det : GL,(R) — R
at A. In particular, the differential of det at the identity matriz is just the trace.

Proof. Note that det is a smooth function GL,,(R) — R (because the determinant is a polynomial
expression of the components of the matrix). First we consider the differential of det at I. By
definition and using the previous lemma,

I X) — 1
Dy det(X) = lim det(I +hX) —det(])

h—0 h
2\ _
~ fim 1+tr(X)h+O(Rh%) -1
h—0 h
= tr(X).

Now,

D4 det(X) = lim det(A + hX) — det(A)

h—0 h
-1\ _
— det(A) lim det(I + hXA™") —det(1)
h—0 h
=det(A)D(XA™)
= det(A) tr(XA™Y). O
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Note that A(s) defines a curve in GL,,(R). We can think of - det(A(s)) either as the derivative

of a function R — R, or as the derivative of det : GL,,(R) — R in the direction of £ A(s). From the
second point of view we get

d% det(A(s)) = Dadet (;iA(t))

:(mtpﬂtr<A‘1CiA(@>’

ds
finally proving (67). O
9 i ij ik _jl
59 = —h"=—9"g" (68)
Proof.
0 = 00,
= (9" g;1)
= (0rg”)gjk + 9" (Org;k)

(019" 919" = —g" 9" (Org;1)

(3t9ij)5f = *gkegij(atgjk)v

and the result follows. O
<vXKZ>:-4VXR@ocZy+WuRQLKYj—(vyR@@&Z) (69)

Proof. TODO [
0Dy = 2Rei; ViV, (70)

Proof. We give two proofs. For f € C°°(M), using the coordinate expression (51) for the Hessian,
(0:Dg)) [ = (g7 ViV ;) f
= (0eg")ViV,f + 97 (0:ViV; )
= 2Rc” ViV;f + g7 (01(:0;f — T501f))
=2Rc” ViV, f + g7 (0:T}) 0k f

Now, we calculate, using the contracted second Bianchi identity 2¢%V; Rcjr = Vi R.

- o T1
97Oy, = g" ?fQVA—QRqﬁ—%Vﬂ—QRQQ——VA—2RQQ)

= —¢" 9"V, Rejr —g 9"V Reir +97 gV, Rey;
1 1 y
= *?]MVZR - §ngVgR + gV g" Rei;

=0,

from which the result follows. O

33



Proof. The second proof is slightly less coordinate-dependent. Let f,h € C°°(M). Then
| nspau=— [ (Vi) i
M M
M
Differentiating both sides with respect to t gives
[ AT+ A @rd)) == [ (07T di+ gV 50 )
M M

Now use the fact that 8,dy = —R du, and 9,¢" = 2R¥ to get

/[Af—RAf]hdu:—/ [2Rei; Vi f — Rg"V; f1(V;h) du
M M

= [ Vi[2Rc;; V;f — Rg“V; flhdp.
M

Since h € C*°(M) was arbitrary,

Af—RAf=V;(2Rc;; V;f — RgV; f)
= (2V; Reij)V,f +2Re;; ViV, f — g9V,RV; f — Rg“V,V, f
= ijvjf +2 RCij VZVJf — ijvjf — RAf
=2 RCij Vszf - RAf,
and the result follows. O
0
k.
ot "
Proof. By the coordinate expression (44) for the Christoffel symbols, we have

1
= 5g“(vihﬂ + Vhie — Vehij) (71)

1 1
oy = 5(&9“)(&;9]'@ + 0j9ie — Ougij) + 59“(8@%‘6 + 0;0:9i0 — 000 gij).-

Now we work in normal coordinates at some point p, so 9;g;; = 0, and 9;A = V; A at p for any tensor

A.
TODO O

1
ORig" = 59" (ViVihip + ViVihip = ViVphji = V;Vihigy = V;Vihip + Vi Vphir) — (72)

Proof. TODO O
8t RCij = Vp(atl“f]) — Vl(atfﬁj) (73)
Proof. hi TODO O
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7 Submanifolds

Many of these ideas have are special cases of things discussed previously, in the case where the metric
is induced by some immersion or embedding into a higher dimensional Riemannian manifold.

As the notation for this section is quite painful, here is a seperate notation glossary just for
submanifolds, although it should essentially overlap with notation from the rest of the document. In
most cases I am following Mat Langford’s notation; see https://suppiluliuma.neocities.org/RG.pdf

Let M™ and N™t* be smooth manifolds, and X : M — N a smooth immersion. Then we denote

dX:TM — TN the derivative of X
X*TN the pullback bundle (over M)
dX(TM) the subbundle of X*T'N from the embedding (p,u) — (p,dX (u))
of TM into X*TN
(), 9 the metrics on N, M respectively
X () the pullback metric on X*T'N: X* ((p,u), (p,v))
N,M the normal space to M at p € M, i.e.
N, M ={v € Tx(p)N : (u,v) =0 for all u € dX,(T,M)}
NM the normal subbundle of T'N in the case where X is an embedding
NM the normal subbundle of X*TN (over M), i.e.
NM ={v e X*TN :* (u,v) =0 for all u € dX(T M)}
D the connection on N
XD: TM xT(X*TN) - X*TN the pullback connection on X*T'N, defined by
*DuX*V = (m(u), Dax(u)V)
\Y connection on T'M
vt connection on NM
I second fundamental form; I € T(T"M @ T*M ® NM), i.e.
I(u,v) = (XD, (dX(V)))*, for an extension V of v
w Weingarten tensor; W € I'(T"M @ TM @ N*M)

7.1 Second fundamental form

Roughly, I(u, v) is the normal (to the image of the immersion) component of how the vector field V
is changing in the direction of wu.
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